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C O G N I T I V E  N E U R O S C I E N C E

Computation noise promotes zero- shot adaptation to 
uncertainty during decision- making in artificial 
neural networks
Charles Findling1,2* and Valentin Wyart1,3,4*

Random noise in information processing systems is widely seen as detrimental to function. But despite the large 
trial- to- trial variability of neural activity, humans show a remarkable adaptability to conditions with uncertainty 
during goal- directed behavior. The origin of this cognitive ability, constitutive of general intelligence, remains 
elusive. Here, we show that moderate levels of computation noise in artificial neural networks promote zero- shot 
generalization for decision- making under uncertainty. Unlike networks featuring noise- free computations, but 
like human participants tested on similar decision problems (ranging from probabilistic reasoning to reversal 
learning), noisy networks exhibit behavioral hallmarks of optimal inference in uncertain conditions entirely un-
seen during training. Computation noise enables this cognitive ability jointly through “structural” regularization 
of network weights during training and “functional” regularization by shaping the stochastic dynamics of network 
activity after training. Together, these findings indicate that human cognition may ride on neural variability to 
support adaptive decisions under uncertainty without extensive experience or engineered sophistication.

INTRODUCTION
Extracting signal from noise is seen as a core feature of efficient infor-
mation processing systems, from gravitational- wave detectors to neu-
ral networks. In this context, noise is usually defined as irrelevant 
input that should be filtered out to improve signal detection. But be-
yond this input noise, brains process and respond to input with a 
large internal variability (1). This computation noise has wide- ranging 
impacts on human cognition (2, 3), from fluctuations in the percep-
tion of weak or ambiguous sensory stimuli (4–6) to exploratory deci-
sions during reward- guided behavior (7,  8). Existing neuroscience 
research considers this internal variability as a hard constraint on 
neural information processing systems, in that the brain has evolved 
to cope with using efficient coding strategies (9–12).

A separate line of research in psychology has demonstrated the 
remarkable adaptability of human cognition to a wide range of con-
ditions involving uncertainty (which we will refer to as “uncertain 
conditions”) without extensive training in each of them. Competing 
theories postulate that humans have developed general- purpose 
strategies, either heuristics (13,  14) or normative computations 
(15, 16), to respond efficiently to uncertainty. In both cases, these 
strategies require prior experience with uncertain conditions, and 
they are thought to emerge despite the large internal variability of 
neural activity.

However, internal variability does not only constitute a nuisance 
for information processing systems. It is well- known that introduc-
ing variability during the training of artificial neural networks, e.g., 
by randomly inactivating some of their units, reduces their natural 
tendency to overfitting (17) and that adding stochasticity to nonlin-
ear dynamical systems changes their properties in several nontrivial 

ways, e.g., by allowing transitions between otherwise stable states 
(18, 19). These two effects can be seen as distinct forms of regulariza-
tion: (i) structural regularization by tuning the connection weights 
of artificial neural networks and (ii) functional regularization by 
shaping the dynamics of stochastic nonlinear systems. These two 
forms of regularization are observed across different systems shaped 
by different sources of variability, variability (e.g., the random inacti-
vation of units) that often does not resemble the computation noise 
observed in humans (2, 3).

Here, we hypothesized that computation noise may promote the 
high adaptability of human cognition to uncertainty by providing 
both structural and functional regularization in neural circuits. To 
test this hypothesis, we used recurrent neural networks (RNNs) as 
flexible models that we could train to perform cognitive tasks in-
volving different sources of uncertainty where humans feature sub-
stantial computation noise. Using artificial cognitive models enabled 
us to causally investigate the potential functions of computation 
noise by comparing RNNs featuring either exact or noisy computa-
tions (Fig. 1) in two widely used experimental frameworks for 
studying adaptive learning and decision- making in humans (20, 21). 
We trained the networks on a task A using reinforcement learning 
(RL) and then tested them on a more challenging variant A* of the 
same task which requires taking into account a source of uncertain-
ty absent from task A. Across decision problems, we found that 
computation noise, unlike other regularization mechanisms, con-
fers near- optimal adaptability to different types of uncertainty and 
generates behavioral variability whose signatures are notably similar 
to those described in humans.

RESULTS
Zero- shot performance in the weather prediction task
The first task A that we considered requires learning probabilistic 
associations between stimuli and rewarded actions (Fig. 2A). We 
trained the weights of exact and noisy RNNs on this task. Computa-
tion noise was modeled as additive normally distributed noise af-
fecting the activity of each recurrent unit in the network (see Fig. 1 
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and Methods). For comparison purposes, we also considered other 
regularization mechanisms: explicit regularization by penalizing the 
L1 norm of recurrent weights or favoring decision entropy in the 
objective function (22, 23) or implicit regularization through ran-
dom inactivation of recurrent units [dropout; (17)] or additive noise 
affecting the input to the network (input noise). Note that like drop-
out and input noise, computation noise corresponds to a form of 
implicit regularization (no explicit regularization term is added in 
the loss function). Note also that favoring decision entropy (i.e., “ex-
ploration” rather than “exploitation”) results in increased readout 
(policy) noise.

After training, we tested the behavior of n = 50 of RNNs trained 
using increasing levels of computation noise (for other regulariza-
tion mechanisms, see fig. S1) in a task A*, a variant of the task 
known as the “weather prediction” task (24–26), which requires pre-
dicting rewarded actions based on sequences of different stimuli 
seen in task A (Fig. 2A). The behavior observed in task A* can be 
used to infer what agents (whether human subjects or RNNs) have 
learnt during task A, from fixed stimulus- action associations that 
cannot be combined across stimuli to probabilistic associations that 
can be combined using Bayes’ rule to improve the prediction of the 
rewarded action (Fig. 2B). The weights of RNNs were frozen after 
training on task A, such that their behavior in task A* could be used 
to infer what they have learnt during task A.

Although both exact and noisy RNNs performed optimally in 
task A on which they were trained, their behavior differed markedly 

in task A* (Fig. 2B). Like RNNs trained without regularization, 
RNNs trained using explicit regularization mechanisms (including 
those favoring decision entropy) did not improve their reward rate 
in task A* with more than a single cue, indicating that they were 
unable to combine probabilistic stimulus- action associations (fig. 
S1). By contrast, RNNs trained using implicit regularization mecha-
nisms, either computation noise (Fig. 2B), dropout (fig. S1), or input 
noise to a smaller extent (fig. S1), made more rewarded actions in 
task A* with multiple cues than that with a single cue, indicating 
that they were able to combine probabilistic associations across 
stimuli in each sequence. Among these mechanisms, RNNs trained 
with computation noise reached the highest reward rate in task A* 
(reward rate; dropout with dropout rate = 80%: 0.847 ± 0.001; com-
putation noise with σ = 1.0: 0.873 ± 0.001; two- sample t test; com-
putation noise versus dropout: t98 = 17.6, P < 0.001). Computation 
noise yielded a reward rate close to the Bayes- optimal combination 
of presented cues in task A* (0.919 ± 0.001).

We performed logistic regressions of the behavior of RNNs in 
task A* (see Methods) to show that the decisions of RNNs with 
computation noise relied on individual cues as a function of 
their reliability [Fig. 2C; repeated- measures analysis of variance 
(ANOVA), main effect of objective reliability on subjective reliabil-
ity: F3,147 = 758.7, P < 0.001] and reflected the information provided 
by all cues in the sequence with a moderate “primacy” bias (all logis-
tic weights significant, P < 0.001; Fig. 2C). By contrast, exact RNNs 
made decisions based only on the first cue in the sequence (for other 
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regularization mechanisms, see fig. S1). The combination of suc-
cessive cues in each sequence as a function of their individual reli-
abilities, irrespective of their positions in the sequence, corresponds 
to the optimal Bayesian inference strategy in the weather predic-
tion task A*.

Noise- triggered functional regularization in the weather 
prediction task
If computation noise provides functional regularization to RNNs, 
then knocking out computation noise after training of the network 
weights should impair the hallmarks of Bayesian inference identi-
fied in RNNs. By contrast, if computation noise only provides struc-
tural regularization to RNNs, then knocking it out after training 
should either improve or not affect accuracy. Knocking out compu-
tation noise strongly impaired accuracy during task A* (Fig. 2B), 
whereas knocking out dropout and input noise improved accuracy 
during task A* (fig. S1). These opposite effects of knockout for com-
putation noise versus dropout and input noise indicate that compu-
tation noise provides both structural and functional regularization, 
whereas dropout and input noise provide only structural regulariza-
tion to RNNs during weight training.

To understand how computation noise provides functional reg-
ularization to RNNs, we studied their weights (structure) and activ-
ity patterns (function) using dimensionality reduction techniques. 
Because the behavior of noisy RNNs is consistent with Bayesian 

inference, do their activity patterns represent Bayesian variables? To 
address this question, we extracted the first two principal compo-
nents (PCs) of activity patterns in noisy RNNs during task A*. PC1 
tracked the posterior belief (log- posterior probability ratio) regard-
ing the rewarded action, whereas PC2 reflected the likelihood 
(log- likelihood ratio) associated with the current stimulus (Fig. 3A 
and fig. S2). PC1 did not only show a timescale compatible with 
Bayesian inference: It followed the time course of the ideal Bayesian 
posterior belief in individual sequences, even those showing non- 
monotonic profiles (fig. S2).

We then examined the input weights associated with each cue, at 
the input of the recurrent layer (fig. S3). The first PC of input weights 
in noisy RNNs explained 90% of the variance, compared to 25% for 
exact RNNs (fig. S3A). This substantial variance explained by a sin-
gle component suggests that, unlike exact RNNs, noisy RNNs proj-
ect all eight cues along a single dimension of activity. Furthermore, 
a cosine similarity analysis revealed that cues associated with the 
same rewarded action project in the same direction, while those as-
sociated with different actions project in opposite directions (fig. 
S3A). Furthermore, the principal components analysis–based pro-
jection of the input weights associated with each cue on the first PC 
of input weights revealed an ordering of the cues as a function of 
their reliabilities (fig. S3B).

Last, we studied the statistics of the output activity triggered by 
different stimuli in noisy RNNs on the decision axis of the networks 
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(the difference in output activations between action 1 and action 
2), at the output of the recurrent layer (Fig. 3B). We found that out-
put variability decreases with stimulus reliability (F3,147 =  2349.4, 

P  <  0.001), making less reliable stimuli more variable in terms of 
their activity patterns (+255.6%). By contrast, the magnitude (abso-
lute mean) of output activity on the decision axis of the same noisy 
networks did not show such a strong relation to stimulus reliability 
(−5.9%; Fig. 3B). This last observation indicates that RNNs with com-
putation noise represent cue reliability implicitly in the trial- to- trial 
variability of their decision- relevant activity, not in its magnitude.

Zero- shot performance in the reversal learning task
Until now, RNNs were trained to learn rewarded stimulus- action 
associations during task A but did not learn novel associations dur-
ing task A*. To understand whether computation noise promotes 
structural or functional regularization during the learning of re-
warded actions in uncertain conditions, we trained the weights of 
n = 50 RNNs on a new task A consisting of two- armed bandits with 
fixed reward schedules (Fig. 4A). As previously, computation noise 
was modeled as additive normally distributed noise (Fig. 1; see 
Methods). We then tested the behavior of RNNs in a variant task A* 
consisting of bandits with volatile reward schedules, an uncertain 
condition adding unexpected uncertainty (external volatility) com-
pared to that in task A (Fig. 4A). The “baseline” task A includes only 
expected uncertainty induced by the stochastic nature of presented 
rewards: The most rewarded action yields a reward with probability 
P  =  0.95, whereas the least rewarded action yields a reward with 
probability P = 0.05.

First, we assessed whether RNNs trained on task A could adapt 
to a reversal in reward contingencies occurring in the middle of an 
episode in task A*. Although exact and noisy RNNs performed op-
timally in task A (Fig. 4B, left), only networks with computation 
noise (Fig. 4B, right) rapidly adapted their behavior following re-
versals on task A*. Noisy RNNs adapted their behavior much more 
efficiently than exact RNNs following each reversal (difference in 
fraction reversed, corresponding to the fraction of actions toward 
the most rewarded arm in the second half of task A*, after the rever-
sal: t98 = 8.7, P < 0.001; for other regularization mechanisms, see fig. 
S4). Knocking out computation noise after training in noisy RNNs 
significantly slowed down reversal dynamics, measured in terms of 
their reversal time constants (see Methods; Fig. 4C).

These behavioral differences between noisy and exact RNNs 
were investigated in terms of their activity patterns using dimen-
sionality reduction techniques (Fig. 4D). We decoded (using a linear 
decoder) the previous reward (positive or negative at time t − 1) and 
the current action (action 1 or 2 at time t) based on network activity 
in the recurrent layer at time t (see Methods) and then projected the 
network activity onto these two decoded axes (x axis, current action 
activity; and y axis, previous reward activity). For noisy RNNs, we 
found that the “change of mind” of the network represented by the 
“next action” dimension followed a change of sign in the representa-
tion of previous reward (from positive to negative). By contrast, ex-
act RNNs were unable to switch away efficiently from their initially 
preferred action, despite the fact that their representation of the pre-
vious reward changed sign after the change, as in noisy RNNs.

Hallmarks of meta- learning in noisy neural networks
As observed in human learning, we next hypothesized that noisy 
RNNs could adapt their behavior to volatile reward schedules. We 
formalized the question by asking if they adapted their learning 
rate parameters to unexpected uncertainty (volatility). This form of 
“meta- learning,” a characteristic of human learning in volatile 
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environments in the absence of explicit instructions (27), has previ-
ously been implemented either by explicit sophistication of process- 
based models (28) or by explicitly training the weights of RNNs on 
volatile reward schedules (23). We compared the performance of 
RNNs trained on task A on a new task A* consisting of two condi-
tions tested separately: a first “stable” condition using fixed reward 
schedules and a second “volatile” condition with multiple reversals 
in reward schedules (Fig. 5A). Both conditions differed from the 
training task A. The stable condition exhibited increased expected 
uncertainty (due to an increase in reward stochasticity, from 0.05 to 
0.20). The volatile condition had equal expected uncertainty but in-
cluded an additional source of unexpected uncertainty, with rever-
sals in reward contingencies occurring every 25 trials.

In agreement with the ability of RNNs to change their behavior in 
response to a single reversal (Fig. 4), we found that noisy RNNs out-
performed exact RNNs in the volatile condition without any training 
in this condition (Fig. 5). These networks not only performed better 
but also adapted their learning rate in this condition (Fig. 5; for other 
regularization mechanisms, see fig. S5). We also tested the RNNs on 
the volatile bandit task after training them on that same task A* (fig. S6). 

In agreement with previous established results, we found that exact 
and noisy RNNs performed virtually as well and both exhibited an 
adaptation of their learning rate to changes in reward schedule vola-
tility. Crucially, unlike what is observed for RNNs trained in stable 
conditions, knocking out computation noise for RNNs trained and 
tested in the same task conditions (i.e., without generalization) led to 
increased task performance. This last finding shows that computation 
noise does not provide functional regularization for RNNs when the 
networks are not evaluated in their generalization abilities (i.e., tested 
in a task condition that was not used for training the networks).

Together, these results show that the accounts of meta- learning 
that involve complex Bayesian inferences or sophisticated RNNs 
trained in volatile conditions are sufficient but not necessary. Mod-
erate levels of computation noise provide the same capabilities with 
zero training in conditions involving volatile reward schedules.

We observed that noisy RNNs consistently outperformed other 
regularized RNNs in the volatile condition, which was not seen dur-
ing training (fig. S5). We hypothesized that this advantage of compu-
tation noise comes from a “functional” regularization enabled by a 
relevant emergent population- level structure of computation noise. 
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noise = 0 (leftmost point on x axis). Right: Reversal curves for noisy Rnns (blue, σ = 0.5) and exact Rnns (gray). (C) Reversal curves of Rnns trained with computation noise 
either present (light blue) or knocked out (KO; dark blue) during testing. inset: KO effect on reversal time constant. Knocking out computation noise leads to slower rever-
sals in response to changes in reward probabilities. (D) Mean trajectories of activity patterns in the two- dimensional space predicting the action plan and the previous 
reward from recurrent activity (in arbitrary units). ***P < 0.001.
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In human reward- guided learning, it has been established that the 
amount of internal noise corrupting each update of action values 
scales with the amount of update itself (7,  8). This Weber- like 
structure is relevant for learning in volatile conditions, as it enables 
efficient exploration following unexpected outcomes. When the 
state of the environment becomes uncertain, prediction errors 
(PEs) and value updates become large, which result in increased 
internal noise. Here, although each recurrent unit is corrupted by 
independent sources of noise, we hypothesized that the Weber 

structure observed in humans could emerge at the population level 
in noisy RNNs.

Following recent work (7), we presented the RNNs trained on 
task A with “restless” bandits whose reward probabilities drift con-
tinuously over time (Fig. 5D and fig. S7 for restless bandits with con-
tinuous drifting rewards). We then fitted Q- learning RL models, 
which track expected rewards, to their behavior. We considered 
three RL model variants: The first assumes that value updates are 
performed exactly (variant #1), and the two others assume that 
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Fig. 5. Adaptation to volatile schedules and emergent noise structure. (A) description of the volatile bandit task A*. left: Stable condition with fixed reward probabil-
ities. Right: volatile condition with reversing reward probabilities every 25 trials. (B) Performance correct achieved by Rnns with (blue, σ = 0.5, left) and without (gray, 
right) computation noise in the stable (left) and volatile (right) conditions. Rnns with computation noise substantially outperform exact Rnns in the volatile condition. 
(C) Best- fitting learning rates for the different types of Rnns in the stable and volatile conditions. Unlike Rnns without computation noise, Rnns with computation noise 
exhibit an adaptation of their learning to the volatility. (D) description of the restless bandit task A*. left: the reward probabilities associated with the two arms drift 
randomly over the course of the game (200 trials). Right: Bayesian model comparison between Q- learning Rl models with no computation noise, white computation 
noise and Weber- structured computation noise. the Q- learning Rl models were fitted on simulated actions from the Rnns with computation noise (σ = 0.5). the behavior 
of Rnns with computation noise is better fitted by a Q- learning Rl model featuring a Weber- like noise structure. (E) Relationship between the quantity of update in 
the Rnns with computation noise and the noise corrupting the update. to obtain the two dimensions, we projected the quantity of update and the computation noise in the 
recurrent activity on the decision axis. As predicted by a Weber- like noise structure, the population- level computation noise scales with the quantity of update in 
the network. inset: Same relationship for Rnns trained without computation noise but tested with computation noise. ***P < 0.001; n.s., nonsignificant.
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value updates are corrupted by white (variant #2) and Weber noise 
(variant #3). On par with previously established results in humans, 
we found that the behavior of noisy RNNs was better explained by a 
noisy RL model featuring Weber noise (Fig. 5D). This result means 
that the Weber structure of computation noise observed in human 
learning naturally emerges at a population level in noisy RNNs. To 
validate this finding, we estimated and observed a monotonically 
increasing relation between the quantity of updates in the recurrent 
dynamics of noisy RNNs and the associated computation noise at 
the population level (Fig. 5E). This last result confirms the emergent 
Weber structure of computation noise in a way that is agnostic to the 
particular algorithmic formulation of learning that was used in 
Fig. 5D to fit the behavior of noisy RNNs. This result validates this 
Weber noise structure without assuming that the RNN conforms to 
the Q- learning RL model, by showing that the variability of updates 
in the recurrent layer scales with the magnitude of updates, in a way 
that is agnostic to the specific cognitive model of learning that is 
instantiated by the RNN.

Noise- triggered functional regularization in the reversal 
learning task
This emerging Weber structure leads to interesting attractor destabi-
lizations. When changes in the environment occur, negative rewards 
are observed, inducing high PEs and large updates. Destabilizing the 
internal representation proportionally to the amount of updates 
should enable a faster relearning of the new contingencies after the 
environment switch. We validated that computation noise bears this 
role of functional regularization by disabling it after weight training. 
As predicted, knocking out computation noise after training reduces 
the speed of adaptation after an environment change (Fig. 4C). This 
causal perturbation confirms that computation noise, unlike drop-
out (see fig. S5), acts as a functional regularizer and is instrumental 
to zero- shot adaptation to unexpected uncertainty in the reversal 
learning task.

Decision- making models of human learning have implemented 
computation noise by corrupting otherwise deterministic (and 

often optimal or near- optimal) latent variables (3, 7, 8). By doing so, 
these noisy models predict a monotonic decrease of task perfor-
mance with the level of computation noise. By contrast, noisy RNNs 
show a non- monotonic, inverted U- shaped relation between the 
level of computation noise and task performance, whereby maximal 
performance on A* is obtained for moderate levels of computation 
noise (Fig. 4B). To test this specific prediction, we related the amount 
of computation noise in a group of n = 198 human participants to 
their performance in a restless bandit task tested online (Fig. 6; see 
Methods). Like noisy RNNs, but unlike the basic predictions of 
noisy RL models tested in the same conditions, we found that hu-
man participants with the lowest levels of computation noise per-
formed less accurately than participants with moderate levels of 
imprecisions (Fig. 6C). This non- monotonic relation provides a first 
piece of empirical evidence that computation noise promotes the 
same kind of functional regularization in humans and noisy RNNs.

In addition, we found that the optimal levels of computation noise 
in noisy RNNs were compatible with those observed in human par-
ticipants. Specifically, the best- fitting Weber fractions for noisy RNNs 
were found to be 0.20 [0.18, 0.23] (median [first quartile, third quar-
tile]), in line with those of the 29 human participants from (7) tested 
in the laboratory (0.25 [0.19, 0.34]), and those of the 198 participants 
tested online (0.37 [0.21, 0.52]). In this second dataset, we found the 
Weber fractions of noisy RNNs to exhibit stronger alignment to the 
top- performing 50 participants (0.27 [0.19, 0.45]). Note that we do 
not expect perfect alignment between best- fitting Weber fractions as 
we have previously shown (7) that around 30% of the computation 
noise fitted from human behavior is attributable to deterministic bi-
ases and not genuine variance in underlying computations.

DISCUSSION
In cognitive psychology, general intelligence is not measured by 
the level of skill (or expertise) at any given task: Recent definitions 
describe general intelligence as skill acquisition rather than skill itself 
(28,  29). In other words, intelligent agents are not necessarily the 
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most skilled at any given task, but they are able to acquire new skills 
from previously acquired skills at low (ideally, zero) cost. Our ap-
proach for measuring zero- shot adaptation to uncertainty consists in 
training agents to perform a first task A and then testing their ability 
to perform a more challenging variant A* of the same task that re-
quires taking into account a source of uncertainty not necessary to 
solve task A. Teaching humans and other animals to perform a chal-
lenging task typically requires training on the different subcompo-
nents of the task. We reasoned that an intelligent agent trained on 
task A should be able to behave adaptively in task A* without addi-
tional training, a form of acquisition of cognitive ability during train-
ing on task A that becomes expressed when tested on task A*.

Understanding the origin of adaptive behavior in uncertain con-
ditions constitutes an important challenge for neuroscience re-
search, and recent efforts typically proceed by engineering cognitive 
abilities through purposeful sophistication of neural architectures 
(23, 30). For example, Bayesian theories of brain function propose 
specific coding mechanisms to decode external stimuli from noisy 
sensory input (15,  31). Similarly, the adaptation of sensory-  and 
reward- guided learning to volatile conditions has been modeled 
explicitly through hierarchical inference (27, 32) or hierarchical RL 
(33,  34) in neural circuits, a form of explicit sophistication of 
process- based models, or by explicitly training the weights of RNNs 
on volatile reward schedules (23). Here, we have explored a different 
avenue, by hypothesizing that the adaptation to uncertainty during 
learning and decision- making may be supported, at least, in part, by 
computation noise, a pervasive property of biological neural net-
works. Other relevant work has recently shown that the adaptation 
of learning rates to volatility can also be triggered by simpler learn-
ing algorithms that do not involve computation noise, such as spe-
cific forms of leaky integration (35) and gated recurrence at the level 
of individual units in RNNs (36), where networks with gated recur-
rence trained at specific nonzero levels of volatility are able to adapt 
their learning rates after training to other levels of volatility.

The substantial benefits of computation noise described above call 
to reconsider the status of the ubiquitous internal variability of neural 
activity. Input noise (e.g., sensory noise) is widely seen as a hard con-
straint that neural networks have to cope with using specific mecha-
nisms: population coding to average out input noise or efficient 
coding to limit its effects on the decoding of sensory signals (9–12). 
These mechanisms typically do not consider noise arising from neu-
ral computations themselves, beyond input noise. We see computa-
tion noise, like input noise in previous work, as a biological constraint 
on neural activity, present both during and after training of network 
weights. Our findings do not depend on strong assumptions regard-
ing the origin of computation noise. It may reflect not only genuine 
biophysical stochasticity (1) but also background, task- irrelevant ac-
tivity (37) that may not be random in an absolute sense but, neverthe-
less, triggers substantial variability in decision signals (38).

Noisy RNNs share similarities with variational autoencoders 
(VAEs) (39), particularly in the positive impact of noise in the latent 
state on robustness to adverse (e.g., uncertain) conditions. However, 
in VAEs, the level of noise is itself the output of a neural network, 
and the structure of variability in VAEs is thus dynamically learnt 
through backpropagation to minimize the loss. Similar approaches 
have been used in RL (40, 41) by introducing noise in network dy-
namics whose parameters were learnt through backpropagation. 
After training of its parameters, noise promoted efficient exploration 
that outperformed standard “epsilon- greedy” policies. By contrast, 

the level of computation noise in noisy RNNs is preset and fixed 
during training, making noise a functional constraint rather than an 
adjustable parameter.

Policy noise, often referred to as readout noise, is another fre-
quently considered source of noise in neural networks. This type of 
noise is commonly introduced to enhance exploratory behaviors 
during training. To examine the influence of policy noise on the net-
work’s ability to adapt to uncertainty, we incorporated the entropy of 
the readout policy in the loss function, which specifically promotes 
policy noise (see Methods). Our results indicated that, unlike com-
putation noise, policy noise did not facilitate the network’s adapta-
tion to the added source of uncertainty encountered in task A* (see 
figs. S1 and S4).

By corrupting the recurrent information, computation noise forc-
es the RNN to integrate information across time (or over cues), 
which makes it more flexible and adaptable to variability in input 
(different symbols presented sequentially in the weather prediction 
task and changes in the reward probabilities in the bandit task). This 
adaptability arises from a specific functional form of regularization, 
distinct from “structural” regularizations (either explicit methods 
such as the L1 norm of recurrent weights or the entropy of the policy 
in the loss function, or implicit methods such as dropout and input 
noise). Moreover, computation noise induces less intuitive effects. 
One such effect is a form of meta- learning conferred by computation 
noise in response to changes in the volatility of reward schedules 
(27). This behavior is not replicated in exact (noise- free) RNNs un-
less they are trained and tested under identical task conditions, dem-
onstrating the unique influence of computation noise. A second 
effect corresponds to the scaling of the effective noise on the decision 
dimension with input reliability, increasing noise in response to less 
reliable symbols in the weather prediction task, and increasing noise 
in response to unexpected outcomes in the bandit task.

Our findings emphasize the distinction between structural and 
functional regularization in neural networks. Structural regulariza-
tion corresponds to the tuning of connection weights during train-
ing, and, in this regard, computation noise produces similar benefits 
as heuristics commonly used in the literature such as dropout (17) 
or explicit cost terms in the objective function (22, 23). By contrast, 
functional regularization corresponds to the shaping of stochastic 
activity dynamics after training, and computation noise provides 
unique benefits in this regard. First, computation noise allows transi-
tions between otherwise stable attractors. Noisy networks can inte-
grate the information provided by successive stimuli in the weather 
prediction task, whereas exact networks consider only the first (or 
last) presented stimulus. In the bandit task, noisy networks can 
change their behavior in response to changes in reward contingen-
cies, whereas exact networks are essentially blind to changes in re-
ward contingencies after the first few trials. Second, computation 
noise allows the reliability- dependent weighting of stimulus infor-
mation in the weather prediction task and the regulation of reward 
learning rates as a function of volatility in the reversal learning task. 
These benefits of computation noise are hallmarks of Bayesian and 
human inference (27, 42), only present in exact networks that have 
been trained on conditions that require these two features to achieve 
high accuracy.

Structural and functional forms of regularization are not inde-
pendent of each other, because computation noise acquires a specific 
structure during training (on task A) that makes it particularly effi-
cient for adapting to uncertainty after training (on task A*). After 
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the learning of probabilistic associations between individual stimuli 
and rewarded actions, computation noise scales with the unreliabil-
ity of these associations to provide reliability- dependent weighting 
of these associations. In addition, after learning to play two- armed 
bandits, computation noise scales with the PE associated with ob-
tained rewards to regulate reward learning rates as a function of 
volatility. Critically, adding computation noise (zero- mean normal-
ly distribution noise with fixed SD) to RNNs after training does not 
result in the same uncertainty- scaling structure (Fig. 5E, inset), in-
dicating that weight tuning (the learning of the network weights 
through backpropagration) actively shapes the structure of compu-
tation noise.

In both cases, weight tuning shapes computation noise to mini-
mize the loss of reward- predictive information due to noise. The 
backpropagation process could adjust the weights in such a way that 
noise is averaged out along the decision axis of the RNN. This re-
duction of computational noise on the decision axis is particularly 
crucial for maximizing rewards when the input holds substantial in-
formation. When the presented cue is highly predictive of the re-
warded action or when one of the two bandit arms is associated with 
a high reward probability (and thus small reward PEs), weight tuning 
should decrease random variability on the decision axis to maximize 
accuracy. Conversely, when the presented cue is weakly predictive of 
the rewarded action or when the two bandit arms are associated 
with uncertain outcomes (and large reward PEs), weight tuning 
does not require decreasing random variability on the decision axis 
to maximize accuracy and may even leverage computation noise to 
generate exploratory behavior (3). Nevertheless, further research is 
necessary to precisely identify the mechanisms that generate this 
uncertainty- scaling, Weber- like structure of computation noise, which 
is consistent with recent behavioral observations in humans (7, 8). We 
have used in this study a tanh, symmetrical nonlinearity on the activa-
tion of RNN units, but future work should explore other forms of 
nonlinearity such as ReLU that would, unlike the sigmoidal nonlin-
earity that we have used, retain noise in the linear part of the func-
tion. Future research should also explore the impact of correlated 
noise across units or heterogeneity in the level of noise across units 
on noisy RNNs, particularly how noisy RNNs may exploit this het-
erogeneity or correlation in noise levels across units, a setting that 
may reflect better the variability of the activation of biological neu-
ral networks.

Existing approaches to dealing with uncertainty in neural net-
works proceed by training neural networks in the same uncertain 
conditions where they are subsequently tested (23). The training of 
the structural connectivity of artificial neural networks is thought to 
reflect long- term (genetic and developmental) influences (43, 44). 
The fact that noisy networks can adapt in a zero- shot fashion to un-
certain conditions that they have never experienced during training 
(sequences of multiple predictive stimuli in the weather prediction 
task or changing reward contingencies in the reversal learning task) 
suggests that weight tuning may primarily learn stable structural 
properties of our environments (30) rather than specific, context- 
dependent forms of uncertainty, which differ even between the weath-
er prediction task (expected uncertainty) and the reversal learning 
task (unexpected uncertainty). By shaping computation noise to 
scale with task uncertainty, weight tuning may have evolved to lever-
age computation noise to generate adaptive behavior in uncertain 
environments without requiring extensive training in each of them. 
This is particularly efficient, given that weight tuning itself is typically 

less efficient and slower in uncertain environments, as can be seen in 
the context of learning stimulus- response associations by training 
RNNs on sequences of cues instead of training them on single cues 
(see fig. S8).

The fact that computation noise promotes the same zero- shot ad-
aptation to different forms of uncertainty (expected uncertainty in 
the weather prediction task and unexpected uncertainty in the re-
versal learning task) is particularly compelling. Across the two ex-
perimental frameworks, similar moderate levels of computation 
noise optimize performance in task A* after training on task A, and 
this optimal level of computation noise is compatible with behav-
ioral measurements in humans (6, 7). At the neural level, the activ-
ity patterns of noisy neural networks in the weather prediction task, 
particularly their low- dimensional trajectories, are highly consistent 
with neural observations from the lateral intraparietal cortex of ma-
caque monkeys engaged in the weather prediction task (26, 37). In 
the bandit task, the dissociation between the coding dimensions of 
action values and action outcomes found in noisy neural networks 
is also compatible with multimodal neural observations from the 
medial prefrontal cortex (45–47). Recent findings in the literature 
suggest that the benefits of computation noise extend beyond learn-
ing and decision- making problems. For example, the introduction 
of cortical- like stochastic noise in RNNs trained to perform sensory 
inferences confers specific properties such as divisive normalization 
of network activity and stimulus- modulated noise variability (48). 
Similarly, training deep convolutional neural networks (CNNs) to 
perform image recognition with a first layer whose units exhibit 
key properties of cells in the primary visual cortex (V1), including 
stochastic noise, substantially improves the network robustness to 
adversarial image perturbations through both structural and func-
tional regularization (49), exactly as it is the case of RNNs in the 
tasks that we have tested in this study.

Other regularization mechanisms did not provide the same cog-
nitive benefits as computation noise in task A*. Explicit weight reg-
ularization (50) did not result in adaptive behavior in the weather 
prediction task, and explicit entropy regularization (22, 23) did not 
provide any benefit in task A* after training on task A, across both 
experimental frameworks. Dropout (17) substantially improved per-
formance in task A*, but widely different fractions of randomly inac-
tivated units were necessary to improve performance in the weather 
prediction task (80%) and in the reversal learning task (50%). Fur-
thermore, and unlike computation noise, dropout provided purely 
structural regularization: Performance in task A* increased when 
dropout was turned off after training, whereas performance in task A* 
decreased when computation noise was suppressed after training.

Despite its unexpected benefits, we do not mean that computa-
tion noise is sufficient to explain the several complex forms of gen-
eralization observed in humans and other animals, beyond the 
zero- shot adaptability to uncertainty that we studied here (26, 51). 
The difference between task A and its variant A* was carefully cho-
sen to study the adaptability of neural networks to a form of uncer-
tainty not required to solve the task on which they were trained. This 
is the same for the benefits of stochasticity in the V1- like layer of 
deep CNNs trained to perform image recognition and tested in 
adversarial conditions (49). Nevertheless, we believe that the ben-
efits of computation noise are compelling, especially because they 
are shared across tasks which are qualitatively different regarding 
the status of the decision- maker. In the weather prediction task, 
the decision- maker can be described as an observer of presented 

D
ow

nloaded from
 https://w

w
w

.science.org at E
cole N

orm
ale Suprieure on February 16, 2025



Findling and Wyart , Sci. Adv. 10, eadl3931 (2024)     30 October 2024

S c i e n c e  A d v A n c e S  |  R e S e A R c h  A R t i c l e

10 of 14

symbols and can only predict the correct action to perform based on 
observed symbols. By contrast, in the two- armed bandit task, the 
decision- maker is truly an agent that interacts sequentially with the 
bandit, by controlling which lever to pull on each trial and obtaining 
the corresponding reward. It is, therefore, not trivial that computa-
tion noise confers very similar benefits across these two cognitive 
tasks that are typically studied by different subfields of decision- 
making research and modeled using very different types of compu-
tational models (Bayesian inference–based models for the weather 
prediction task and RL- based models for the bandit task).

Furthermore, the controlled laboratory experiments that we have 
studied here (because they have also been extensively studied in hu-
mans) require little to no complex exploration. Therefore, we do not 
argue that computation noise alone enables the efficient foraging of 
high- dimensional environments and can replace, for example, dedi-
cated exploration or curiosity (52–54). To further investigate how 
computation noise may interact with such strategies for behaving in 
conditions involving uncertainty, future research could follow re-
cently developed approaches for fitting parameters of RNNs (includ-
ing their level of computation noise) to human behavior in the 
cognitive tasks studied here (55, 56). In particular, the idea of devel-
oping noisy RNNs that can regulate their level of computation noise 
as a function of task conditions is appealing, and it is consistent with 
very recent work showing that humans can increase and decrease 
their levels of RL noise as a function of the dominant source of un-
certainty in a two- armed bandit task (57).

To conclude, the benefits of computation noise for cognition 
under uncertainty move beyond the traditional distinction 
between signal and noise in information processing systems. 
Computation noise likely reflects a genuine constraint on neural 
information processing that is actively shaped at both long (structural 
regularization of network weights) and short (functional regular-
ization of network activity) terms. However, our findings reveal 
that intelligence may ride on moderate levels of computation noise 
to promote efficient behavior when confronted with uncertain en-
vironments without any training nor ad hoc top- down sophisti-
cation. Testing this hypothesis further in humans and artificial 
intelligence appears like a promising yet almost unexplored (40, 41) 
avenue for future research.

METHODS
Human participants
Participants (n = 230) played a two- armed restless bandit task (139 
females; age, 34 ± 10.2 years). The experiment was performed on the 
Prolific platform (prolific.co), and the research was carried out 
following the principles and guidelines for experiments including 
human participants provided in the declaration of Helsinki and 
approved by the relevant authorities (Inserm Ethical Review Com-
mittee, IRB00003888). Participants provided a written informed 
consent before their inclusion. To sustain motivation throughout 
the experiment, participants could obtain a monetary bonus de-
pending on the number of points won in the experiment.

Experimental procedures for the bandit task
Participants played two blocks of 72 trials of a canonical restless 
two- armed bandit task. On each trial, participants observed and re-
ceived the reward associated with the chosen arm and did not ob-
serve or receive the reward associated with the unchosen arm. The 

rewards observed by the participants (between 1 and 99 points) 
were sampled from bell- shaped beta distributions whose means fol-
lowed a random walk process. Because of low performance (more 
than 2 SDs below the mean), n = 32 participants were excluded 
from analyses.

Neural network architecture
The artificial neural networks used for the weather prediction task 
and the bandit task are identical and correspond to standard (Elman) 
RNNs. Let us call Xt the input to the network, Zt the recurrent state 
of the network, and Yt the output of the network. The RNN is 
governed by the following equations

where hZ is the hyperbolic tangent, hY is the softmax (sigmoid) func-
tion, and 〈 · 〉 is the matrix multiplication operator. W, U, B, and V 
are four matrices of network parameters adjusted during training. 
For the weather prediction task, Xt is a “one- hot” vector encoding 
the presented cue (among eight possible cues). For the bandit task, 
Xt is composed of the previous observed reward and a one- hot vec-
tor encoding the previous chosen action (among two possible ac-
tions). Following the first equation, the input Xt and the previous 
recurrent activity Zt−1 are integrated into an updated state Ẑt through 
matrix multiplications with weight matrices U and W (plus an addi-
tive bias term B). This updated state Ẑt is then passed through a 
nonlinearity hZ to give the updated recurrent activity Zt. This up-
dated recurrent activity Zt then projects to action probabilities Yt 
through matrix multiplication with output weights V, followed by 
the softmax hY operator. For both tasks, we used K = 48 units in the 
recurrent layer, resulting in 2832 free parameters to adjust during 
training in the weather prediction task and 2592 free parameters in 
the bandit task.

Objective functions
In both tasks, the objective functions used for training the networks 
are derived from obtained rewards. In the weather prediction, where 
all task A trials are independent from one another, the objective 
function is written as follows

where s1 : N is the N presented cues (N = 5), r is the obtained reward, 
and π is the “decision policy” giving the probability of each action 
(i.e., the output layer of the neural network). In the bandit task 
where the successive trials are dependent, the objective function is 
written as follows

where t is the trial number, γ ∈ [0,1] is the discount factor, rt + k is the 
obtained reward at trial t + k (where k is a positive integer), and π is 
the decision policy of the neural network. Having no prior assump-
tions regarding γ, we used γ = 0.5.

Ẑt =W ⋅ Zt−1 + U ⋅ Xt + B (1)

Zt = hZ

(

Ẑt

)

(2)

Yt = hY
(

V ⋅Zt

)

(3)

L(π) = �
π
[

r|
|

s1:N

]

(4)

L(π) = �
π
[

∑

t≥1

∑

k≥0
γk ⋅ rt+k

]

(5)
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Training procedure
The RNNs have a set of parameters (the matrices U, V, W, and B 
described in the “Neural network architecture” section) that we 
trained using the REINFORCE algorithm. This training procedure 
relies on a direct differentiation of the objective functions. In the 
weather prediction task, the gradient of the objective function is 
written as follows

where s1 : N is the presented cues, r is the obtained reward, π is the 
decision policy of the neural network, and a is the chosen action. 
In the bandit task, the gradient of the objective function is written 
as follows

where t is the trial number, at is the chosen action at trial t, rt + k is 
the observed reward at time t + k (where k is a positive integer), π is 
the decision policy of the neural network, and γ is the discount factor.

On both tasks, we trained 50 artificial agents using the same 
training procedure. The behavior and activity patterns of the 50 
trained agents were entered as repeated measures in all analyses re-
ported below. The stochastic gradient ascent procedure was per-
formed with the RMSProp optimizer and a learning rate of 0.0001. 
We set the total number of training steps to 50,000 for the weather 
prediction task, with each step consisting of 100 independent trials. 
We also set it to 50,000 for the bandit task, with each step consisting 
of one game of 100 trials. Asymptotic performance was reached at 
the end of the optimization procedure in both cases.

Introducing decision entropy in neural networks
RNNs with decision entropy feature a decision entropy term added 
to the objective function L(π)

where S( · ) is the entropy function, π is the decision policy, and η 
is a positive scaling factor. This decision entropy term, commonly 
used for training deep RL networks, encourages explicitly decision 
policies with high entropies.

Introducing dropout in neural networks
Dropout RNNs were set to 0 the activity of recurrent units with 
probability pdiscard

where Zk
t
 is the activity of recurrent unit k at time t. This defines a 

“mask,” a matrix of zeros and ones, with which we multiply the re-
current activity. We assume that the mask changes across different 
“runs” but does not change during one “run,” a run being defined 
as one trial for the probabilistic reasoning and one game for the 
reward- guided learning task. When dropout is knocked out, we 
scale the activity such that it has the same expected value by multi-
plying the activity by pdiscard.

Introducing L1 penalization in neural networks
RNNs with L1 penalization feature a term added to the objective 
function L(π), which penalizes recurrent weights Wrec by encourag-
ing sparsity

where ∣.  ∣ is the L1 norm, π is the decision policy, and κ is a positive 
scaling factor.

Introducing input noise in neural networks
RNNs with input noise feature normally distributed noise in the 
sensory inputs

where 𝒩 is the normal distribution, σ is a positive scaling factor, 
and Id the identity matrix of dimension equal to the number of sen-
sory inputs. In other words, white and independent Gaussian noise 
is added to each sensory input. In the case of reward- guided learn-
ing, the input noise is only added to the previous reward and not to 
the one- hot encoding of the previous action, as this latter one is not 
a sensory input (note that even when considering input noise on the 
previous action, the performance on A* were not increased). This 
noisy input Xt is then fed to the RNN through the dynamics pre-
sented in the “Neural network architecture” section.

Introducing computation noise in neural networks
RNNs with computation noise feature random noise in the equa-
tions that govern its dynamics. We implemented computation noise 
in the network dynamics by updating the activity of each unit in the 
network in an imprecise fashion. Let Zt−1 be the recurrent activity of 
the network at time t−1 and Ẑt the updated state at time t before the 
nonlinearity hZ. The updated state of each unit in the network is cor-
rupted with independent and identically distributed Gaussian noise. 
More precisely, we sampled the noisy updated state Ẑ

noisy

t,k
 from a 

normal distribution of mean equal to the result of the exact (noise- 
free) update Ẑt,k and of SD σ
 

where Ẑt,k is the activity of unit k (k ≤ K, where K = 48 is the total 
number of units in the network) such that Ẑt =

{

Ẑ
t,1, … , Ẑt,K

}

. 
Computation noise at the unit level thus has the same structure in 
the two tasks. This constant- scaling noise could reflect, at least, in 
part, task- irrelevant input that effectively corrupts the computation 
of task- relevant variables. Once the noisy updated state Ẑ

noisy

t,k
 is sam-

pled, the nonlinear activation function hZ is applied as in exact neu-
ral networks.

Experimental procedures for simulations of the weather 
prediction task
The training task (task A) is composed of independent trials of n = 5 
samples of the same cue (sampled uniformly among the eight cues 
shown in Fig. 2. On each trial, the agent is presented with one of the 
cues for five samples, after which the agent has to choose between 
two actions. The agent receives a positive (+1) or negative (−1) re-
ward as a function of the probabilistic association between the 
presented cue and the chosen action. In task A, optimal behavior 
consists in choosing the “greedy” action that maximizes the proba-
bility of obtaining a positive reward.

Once the network is trained through backpropagation (as de-
scribed in the “Training procedure” section), we fix its weights and 
test it in the weather prediction condition (task A*). On each trial, 

∇L(π) = �
π
[

∇logπ
(

a|
|

s1:N

)

⋅ r
]

(6)

∇L(π) = �
π
[

∑

t≥1
∇logπ

(

at
)

⋅

(

∑

k≥0
γk ⋅ rt+k

)]

(7)

L(π)← L(π) + η ⋅ S(π) (8)

p
(

Zk
t
=0

)

= pdiscard (9)

L(π)← L(π) + κ ∣Wrec ∣ (10)

Xt ←𝒩
(

Xt , σ ⋅ Id
)

(11)

Ẑ
noisy

t,k
∼�

(

Ẑt,k, σ
)

(12)

D
ow

nloaded from
 https://w

w
w

.science.org at E
cole N

orm
ale Suprieure on February 16, 2025



Findling and Wyart , Sci. Adv. 10, eadl3931 (2024)     30 October 2024

S c i e n c e  A d v A n c e S  |  R e S e A R c h  A R t i c l e

12 of 14

the agent is now presented with sequences of different cues on each 
sample, with n = [2, …, 16] samples. In this second task, each cue 
taken in isolation is associated with the same reward probabilities as 
in the first task, but reward probabilities can be combined across 
presented cues to identify the best action associated with the se-
quence of cues as a whole.

In practice, to determine which cues would be presented on a 
particular trial, we defined two categories, each associated with one 
of the two actions being rewarded at the end of the trial. At the be-
ginning of the trial, one of the two categories was randomly selected 
for subsequent sampling. The distributions of cues associated with 
each category were defined such that the conditional probability 
that a cue is sampled matches its reward probability experienced 
in task A.

Experimental procedures for simulations of the bandit task
The training task consists of a two- armed bandit game. On each 
trial of a game, the agent is presented with a slot machine with two 
levers to choose from. The agent receives a positive (+1) or negative 
(−1) reward as a function of the reward probability associated with 
the chosen lever in the current game (0.95 for the best lever and 0.05 
for the worst lever), which remains fixed over the course of the 
game. The most rewarded lever is reset randomly at the beginning of 
each game, such that the agent needs to learn which lever is most 
rewarded in every single game.

Once the network is trained through backpropagation (as de-
scribed in the “Training procedure” section), we fix its weights and 
test it in several variants of the canonical bandit task described 
above. In the first variant A* (reversal learning task), we assume 
games of 50 trials and introduced a reversal in the reward probabili-
ties associated with the two arms in the middle of the game. The 
false feedback probability in this first variant is set to 0.05, identical 
to the one in the training task A. In the second variant A*, we in-
troduced a “volatile” condition of 100 trials in which the reward 
probabilities associated with the two arms switch every 25 trials. 
Following previous work (27), the false feedback is set to 0.2. This 
volatile is contrasted with a stable condition with no reversal and 
matching false feedback probability. In the third variant A* (restless 
bandit task), the reward probabilities associated with the two arms 
randomly drifts over the course of the 200 trials of each game.

Ideal Bayesian model in the weather prediction task
In a trial of length n, the ideal decision- making observes n cues st 
with t ∈ [1, n]. For each cue st, the decision- maker computes the log 
likelihoods ltk = log p(st ∣ Ck) that it was generated from either cate-
gory k (given by Fig. 2A). k here can be 1 or 2, corresponding to the 
two categories. To determine the preference for a category, the 
decision- maker calculates the log- likelihood ratio associated with 
each presented cue

These log- likelihood ratios are then accumulated over all n cues 
to form a cumulative log- likelihood ratio

The decision- maker then selects the category on the basis of the 
sign of the cumulative log- likelihood ratio z. This method integrates 

the evidence provided by the cues to make a categorical decision in 
an optimal way, relying on the different strengths of log- likelihood 
ratios pointing toward each of the two categories.

Estimating psychophysical kernels from RNN behavior in the 
weather prediction task
We performed logistic regressions of RNN behavior to estimate as-
sociated psychophysical kernels, both across time (cue position) and 
across cues (cue identity) in a sequence. For the psychophysical ker-
nel across time, for every sequence length n (number of cues), we 
performed a logistic regression of the chosen action at at trial t as a 
weighted sum of the evidence provided by each cue ek,t where k is 
the position of the cue in the sequence. The evidence provided by 
each cue corresponds to the log ratio between the likelihood of the 
cue given that at = 1 and the likelihood of the same cue given that 
at = 2 (which is termed log- likelihood ratio). The psychophysical 
kernel across time corresponds to the estimated weights wk,t as-
signed to the evidence provided by each cue. We used the logistic 
function as transfer function for computing the probability of at = 1 
given the weighted sum of the evidence provided by each cue. For 
the psychophysical kernel across cues, we performed a similar logistic 
regression of the chosen action at at trial t as a weighted sum of 
the number of times ni, t that each cue i has been presented in the 
sequence, where i is the identity of the cue (i ranging from 1 to 8). 
The subjective reliability of cue i corresponds to the estimated 
weight wi, t assigned to this cue in the logistic regression model, 
which we plot against the objective reliability of the same cue, which 
corresponds to the log- likelihood ratio associated with the cue.

Obtaining the variability scaling with cue uncertainty
With the notations of the “Neural network architecture” section, we 
denote ZT the recurrent activity (after the recurrent nonlinearity hZ) 
at the decision step and V the output matrix. Because we have two 
choices, A and B, we can write V as the concatenation of two vectors 
VA and VB corresponding to the two possible actions. Upon the pre-
sentation of a cue, such as a circle, we calculate the difference in 
output activation toward actions A and B, expressed as VA · ZT−VB · 
ZT. Given that half of the cues point toward A and the other half 
points toward B, we take the absolute value of the difference ensur-
ing that the differences for all cues are positive and comparable. The 
plot displays these output activations defined as the average of ∣VA · 
ZT−VB · ZT∣ alongside the output variability, defined as the SD of 
∣VA · ZT−VB · ZT∣.

Estimating the learning rate from RNN behavior in the 
volatility task
We fitted the standard Rescorla- Wagner (RW) model in the volatile 
and stable condition independently. This model tracks expected 
rewards (Q values) and has with two free parameters: a learning rate 
α and a softmax parameter β. Given an action at and reward rt ∈ 
{0,1}, the Q value associated to the action at is updated such that
 

where α is the learning rate used to update action values based on 
the PE between obtained reward rt−1 and expected reward Qt−1 on 
the previous trial. The value associated with the unchosen arm is also 
updated by assuming a fictive counterfactual reward (when rt = 0, 
then counterfactual reward is 1 and conversely) as in (27). The learn-
ing rate α controls the rate of integration: The larger the α value, the 

rt = lt1 − lt2 (13)

z =

n
∑

t=1

rt (14)

Qt+1 = Qt + α ⋅
(

rt −Qt

)

(15)
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more weight the rule gives to recent observations. As in existing 
theories, we modeled the choice process using a stochastic softmax 
action selection policy, controlled by an inverse temperature β
 

where B(. ) denotes the Bernoulli distribution and Qt,A and Qt,B cor-
respond to the values associated with actions A and B, respectively. 
This stochastic action selection policy reduces to a purely greedy 
(value- maximizing) “argmax” policy when β → ∞.

Obtaining the computation noise as a function of the 
quantity of update
Using the notation of the “Neural network architecture” and “Intro-
ducing computation noise in neural networks” sections, we used the 
recurrent activity before and after noise addition, denoted as Ẑt and 
Ẑ
noisy

t
, respectively. These values are passed through the recurrence’s 

nonlinearity hZ, represented as Zt = hZ

(

Ẑt

)

 and Znoisy
t = hz

(

Ẑ
noisy

t

)

. 
Let V be the output matrix. It can be written as the concatenation of 
two vector VA and VB, respectively, associated with actions A and 
B. Subsequently, Zt and Znoisy

t  are projected onto the decision axis as 
ΔV · Zt = (VA · Zt − VB · Zt) and ΔV ⋅ Z

noisy

t
=
(

VA ⋅Z
noisy

t
−VB ⋅Z

noisy

t

)

. 
The update magnitude projected onto the decision axis is defined as 
|

|

|

ΔV ⋅Z
t
−ΔV ⋅Z

noisy

t−1

|

|

|

. Regarding the computation noise projected on 
the decision axis, it is defined as ||

|

ΔV ⋅Z
noisy

t
−ΔV ⋅Z

t

|

|

|

. To visualize 
these quantities, we categorized all quantities of updates into 10 bins 
and computed the median computation noise for each bin and agent. 
Using the median helps mitigate the influence of extreme values, 
providing a clearer indication of the typical value of computation 
noise. The resulting plot displays the average along with the SD of 
these medians across all n = 50 RNNs.

Fitting noisy RW models to RNN and human behavior
To characterize the amount of computation noise, we used the RW 
rule where the updating of the expected reward Qt−1 associated with 
the chosen action at−1 is corrupted by additive random noise εt
 

where α is the learning rate used to update action values based on 
the PE between obtained reward rt−1 and expected reward Qt−1 on 
the previous trial and εt models the stochastic deviation from the 
exact rule. Again, as explained in the “Estimating the learning rate 
from RNN behavior in the volatility task” section, the value associ-
ated with the unchosen action was also updated assuming counter-
factual fictive rewards and corrupted by additive random noise. This 
“unchosen” additive random noise is independent but is defined and 
sampled in a similar way as the random noise associated with the 
chosen action (7).

When fitting RW models to the RNNs simulated behavior and 
the human behavior, we considered three types of models. The 
first assumes no noise, meaning that εt = 0, ∀ t. In this case, we 
obtain exactly the model used to estimate the learning rate. The 
second assumes white noise, meaning that εt is sampled from a 
normal distribution with zero mean and SD σ (treated as a free 
parameter). Last, the third assumes Weber noise, and εt is drawn 
from a normal distribution with zero mean and SD σt equal to a 

constant fraction ζ (treated as a free parameter) of the magnitude of 
the PE: σt = ζ ∣rt−1 − Qt−1∣.

Statistical tests
Throughout the manuscript, we used various statistical tests to deter-
mine the significance of differences between groups of RNNs. Specifi-
cally, we used the t test for comparing the means of two groups. For 
comparing differences across multiple conditions while accounting 
for within- agent correlations, we used repeated- measures ANOVA.  
To assess correlations, we used Pearson’s R correlation.

Supplementary Materials
This PDF file includes:
Figs. S1 to S8
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